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Abstract—The explosive growth of mobile data traffic causes
immense pressure on the limited spectrum of cellular networks
(3G/4G) and the deterioration in the quality of wireless communi-
cation. Even though mobile network operators deploy WiFi access
points (WiFi APs) to offload the traffic from 3G/4G to WiFi, WiFi
connectivity is far from ubiquitous. To increase opportunities
of offloading, some methods leveraging delay tolerance have
been proposed. These methods, however, cause delay sensitive
applications like web browsing and streaming of video and audio
to perform poorly. To address this problem, we introduce a WiFi
offloading method that uses prefetching. While a user stays at
a WiFi area, our method predicts the Web pages that will be
requested by the user over 3G/4G after leaving the WiFi area,
and prefetches the pages over WiFi. This allows the user to
browse prefetched pages instantly without downloading them over
3G/4G. Simulation results show that our method was able to
offload approximately 11% of data traffic, suppressing energy
consumption within the amount consumed when performing
communication only over 3G/4G.

I. INTRODUCTION

Mobile data traffic is growing at a drastic rate [1]. This
growth is due to increasing smartphone usage, the increasing
number of subscribers, and the rapid development of mobile
broadband technologies. This explosive growth of mobile data
traffic causes immense pressure on the limited spectrum of cel-
lular networks (3G/4G), and results in the deterioration in the
quality of wireless communication. To cope with this problem,
mobile network operators deploy WiFi access points (WiFi
APs) to offload the traffic from 3G/4G to WiFi. However,
because the coverage of a WiFi AP is relatively small and the
number of deployed WiFi APs is limited, WiFi connectivity is
far from ubiquitous.

To increase the opportunity of WiFi offloading, some
existing studies leverage delay tolerance [2], [3], [4], [5]-
Since it is not always necessary for applications such as e-
mail clients, software updaters, and cloud backup services
to immediately communicate with servers when demands
for communication arise, these offloading methods refrain
from immediate communication with the servers over 3G/4G,
and delay the communication until a WiFi connectivity is
available. However, the major contributors to the explosive
growth of mobile data traffic are delay sensitive applications
for browsing text, audio, and video contents on the Web [6].
Their usability may inevitably deteriorate because of these
offloading methods. Thus, an offloading method that increases
the opportunity of offloading without hurting the application
usability is required.

For this purpose, we propose a prefetch-based WiFi of-
floading method. In this method, while a user stays at a WiFi

area, the Web pages (containing text, image, video, and the
like) that will be requested over 3G/4G after the user leaves
the WiFi area are predicted. These pages are then prefetched in
advance over WiFi. Because the prefetched pages are stored in
the local storage of the user terminal, the user can immediately
start browsing those pages without downloading them over
3G/4G. Because the remaining battery amount of the user
terminal is one of the most critical resources, our method max-
imizes the data amount to be offloaded under the constraint on
the energy consumption and adapts the constraint dynamically
based on the user’s demand for Web pages. Simulation results
show that our method offloads approximately 11% of data
traffic while satisfying the constraint on energy consumption.

II. PROBLEM FORMULATION
A. Overview

Prefetching Web pages that the user will not request
wastes a certain amount of energy. Thus, in terms of energy
consumption, it is undesirable to prefetch all of the Web pages
that the user may request. In our method, we introduce a
constraint on the energy amount used for prefetching, and
maximize the data volume to be offloaded under the constraint.
In the following, we give a more formal description of the
maximization problem considered in this paper.

B. Definitions and Assumptions

1) User Terminals: We assume that user terminals (e.g.,
smartphones) are equipped with WiFi and 3G/4G network
interfaces, and that they have enough storage space to store
prefetched content. We call a storage space that stores
prefetched content a cache.

2) Applications: Applications for browsing content on the
Web, such as Web browsers, RSS readers, and site-specific
movie players, are installed in a user terminal, and these
applications are implemented using a library that provides the
functions of our prefetch-based offloading method.

3) Networks Environment: An area where a WiFi connec-
tivity is available is called a WiFi area. While staying at a
WiFi area, only WiFi is used for all of communications even
if a 3G/4G connectivity is available. An area where only a
3G/4G connectivity is available is called a 3G/4G area.

4) Web Pages: Each Web page, which consists of one or
more types of resources such as HTML, CSS, JavaScript,
video, audio, and the like, is a candidate for prefetching.
We assume that each Web page is identified by a Uniform
Resource Locator (URL).



Let C = {e1,ca,...,c,} be the set of Web pages that
can be downloaded while a user stays at a WiFi area, and let
ci-size be the size (in bytes) of ¢; € C. Let CP(C (') be the
set of Web pages that are prefetched while the user stays at
the WiFi area. After leaving the WiFi area, the user moves to
a 3G/4G area, and let C” be the set of Web pages browsed by
the user while staying at the 3G/4G area.

5) Energy Consumption Model: The energy consumed for
downloading one byte using the network interfaces of 3G/4G
and WiFi are denoted by E39 and E™'/? respectively. We
suppose that the actual values of £39 and E™*/* are estimated
using the method proposed in [7].

C. Problem Formulation

1) Constraint on Energy Consumption: We denote the total
number of bytes prefetched while staying at a WiFi area by
VP. The total energy consumed by prefetching is calculated
as:

Evifiyr — pwifi Y ecow C-SizE. (1)

After leaving the WiFi area, the Web pages in C? are
eventually classified into two categories: (i) those that are
browsed by the user (i.e., C” N C®) and (ii) those that are
not (ie., CP \ C?). Hereafter, we call the Web pages that
are classified into the former as consumed pages, and that are
classified into the latter as unconsumed pages.

Suppose that the consumed pages were not prefetched in
advance. In this case, when the user starts to browse those
pages in a 3G/4G area, the pages must be downloaded using
the 3G/4AG interface. We denote the total size of consumed
pages by V. The total energy consumed for downloading V*
bytes of data via 3G/4G is calculated as:

E39vb = 39 Y ecorncn C-Size. 2)

When the number of unconsumed pages becomes large,
a large amount of energy will be wasted. To avoid this, we
introduce the following constraint on the available energy to
be used for prefetching:
Bty < BVY 3)
According to [8], the energy consumption of a WiFi interface is
one-sixth of that of a 3G interface. Thus, it is possible to satisfy
the constraint of inequality (3) by appropriately selecting the
Web pages to be prefetched. In inequality (3), because V? can
be only determined after the user moves to the next WiFi area
by leaving from 3G/4G area, we use a predicted value for V?,
which is denoted by VY. We will discuss in detail how to
determine V?' in Section III. Using V', inequality (3) can be
rewritten as:

grifiye < gyt )

2) Objective Function: Our objective is to maximize the
total data volume to be offloaded (i.e., the data volume
retrieved from the cache) while satisfying the constraint on
energy consumption specified by inequality (4). Let c.size’ be
the estimated size of a Web page ¢, and let EV'(c) denote the
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Fig. 1: System Architecture

expected number of bytes to be loaded from the cache in terms
of ¢. EV(c) is calculated as:
EV(c) = p°(c) c.size/, 5)

where pP(c), which is called the browsing probability, is
the estimated probability of ¢ being consumed by the user.
Hereafter, we call the value of EV (¢) the expected offloading
volume of c. We consider the following objective function:

ZcieCl’ EV(Ci) (6)
subject to (4).

maximize

III. PREFETCH-BASED OFFLOADING METHOD
A. System Architecture

Fig. 1 illustrates the architecture of the proposed system.
The preference learning module (described in Subsections
III-B and III-C) learns the user’s preference to Web pages
based on the user’s history of the browsed pages. The re-
source management module (described in Subsection III-D)
determines the constraint on the available energy amount for
prefetching based on the history of the data volume of the
browsed pages. The prefetching module (described in Subsec-
tion III-E) downloads a set of Web pages that will maximize
the expected offloading volume under the constraint on the
available energy amount.

Before starting prefetching, the system needs to collect
the URLs of the Web pages that the user is expected to
browse. This process (hereafter called exploring process) can
be realized through a polling performed periodically while
staying at a WiFi area. However, additional energy consumed
by the exploring process becomes large if the user stays at the
WiFi area for a long time. To reduce this energy overhead,
the behavior learning module (described in Subsection III-F)
predicts the time when the user leaves from the current WiFi
area, so that the exploring process and subsequent prefetching
can be performed only once per stay at a WiFi area just before
leaving.

B. Determining Web Pages to Prefetch

Our system takes a learning period that lasts for a certain
duration in days (e.g., 30 days) to learn the Web pages that
the user has accessed frequently (e.g., the front page of a news
site, a portal site like Yahoo!, and the like) by monitoring the
user’s browsing history. We call these pages root pages. After
the learning period, while staying at a WiFi area, the system
accesses the root pages by executing the exploring process
and collects URLs appearing in those pages (e.g., URLs of
individual news articles). Then, the system selects the pages
to be prefetched from the collected URLs.



C. Calculating Expected Offloading Volume

Through the exploring process, a set of candidate pages for
prefetching are collected. By evaluating each collected page in
terms of its browsing probability, the system decides the pages
to be prefetched. In order to calculate the expected offloading
volume of ¢ (i.e., EV(c) in equation (5)), both the browsing
probability of ¢ and the estimated size of c¢ are required. In the
following, we describe how to calculate these values.

1) Calculating Browsing Probability: The browsing proba-
bility of c is represented by the product of the probability that
a root page (e.g., the front page of a news site) containing the
URL of c is accessed by the user and the probability that the
user browses the page ¢ (e.g., a news article). Let p(c¢") denote
the probability that the user accesses a root page c" at least
once while staying in a 3G/4G area, and let p(c|c") denote the
probability that the user accesses a Web page ¢ linked from
c”. Then, the browsing probability of c is calculated as:

p’(e) = p(c") plelc). @)

In order to calculate p(c|c"), we adopt the method proposed
in [9]. Using this method our system learns the keywords
that the user is interested in by analyzing the anchor texts
that the user clicked during Web browsing. After the learning
period (e.g., 30 days), our system starts to perform prefetch-
based offloading. When the user stays at a WiFi area, the
system explores all root pages and extracts all anchor texts
appearing in the root pages. Then, the system compares the
anchor texts with keywords one by one. Finally, for each Web
page appearing in ¢”, the system can calculate the browsing
probability.

2) Estimating the size of a Web page: The size of a Web
page varies depending on the type of content (e.g., news
articles, video content, and the like). We regard a root page as
a collection of the links to the same type of Web pages. Thus,
during the learning period, our system calculates the average
size of a Web page for each root page, and this size is used as
the estimated size of a Web page linked to the corresponding
root page.

D. Determining the Data Volume to be Prefetched

The constraint on available energy amount for prefetching,
which is specified by inequality (4), leads to the following
equivalent inequality:

R (8)

This gives the constraint on the data volume that can be
downloaded by prefetching over WiFi. In order to determine
the right hand side of inequality (8), Vb/, which is the predicted
value of V®, must be determined. We derive V* from the
average value of Vb as follows. First, whenever the user stays
in 3G/4G areas, the system records the URLs and sizes of the
Web pages accessed by the user in the areas. Next, the system
compares these URLs with the URLSs that were obtained during
the exploring process. Then, the system estimates the total data
volume of Web pages that could be prefetched while at a WiFi
area. The system repeats these steps, and calculates the average
value of the total data volumes recorded during the last certain
perio;l of time. Finally, the system uses it as the predicted value
of V°.
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Fig. 2: Learning of the user’s behavior patterns

E. Maximizing Expected Offloading Volume

As stated in Subsection II-C2, the system selects the
optimal set of Web pages that maximizes the total expected
offloading volume within the constraint on the available
energy amount. This combinatorial optimization problem is
regarded as a knapsack problem: the volume of the knapsack
corresponds to the limitation of the data volume that can
be downloaded by prefetching (i.e., the right hand side of
inequality (8)); the weight of each item to be put in the
knapsack corresponds to the estimated size of each Web page;
the value of each item corresponds to the expected offloading
volume of each Web page. We can solve this problem using
existing algorithms for the knapsack problem such as dynamic
programming.

F. Determining the Time to perform Prefetching

As described in Subsection III-A, to avoid the energy over-
head caused by frequent execution of the exploring process,
our system predicts the time when the user leaves the current
WiFi area and executes the exploring process only once at a
certain time point before leaving from the WiFi area.

Because people’s daily schedules are fixed to some extent,
the time to enter a specific location and the time to leave the
location will not change dramatically depending on the day.
We focus attention on this routine of behavior. Every time
the user enters into and leaves from a WiFi area, our system
records the arrival time and the leaving time and stores these
timestamps for a certain period of time. We call each pair of
the timestamps a stay record. In order to learn the relationship
between arrival time and leaving time, the system performs
a clustering algorithm to group stay records obtained during
the last certain period of time on a two-dimensional plane
as shown in Fig. 2. Because it is difficult to determine the
number of clusters in advance, we use Mean Shift Clustering
method, which does not require the number of clusters to be
pre-determined.

Prefetching must be finished before the user leaves the
current WiFi area. Thus, when the user enters a WiFi area at a
time (say tg), the system finds a cluster (say .5;) that contains
two members whose timestamps of the arrival time (say ¢; and
to) satisfy t; < tg < to. Then, the leaving time of the user is
predicted as the leaving time of the stay record contained in S;
with the earliest leaving time. If there is no such cluster, the
system fails to predict the leaving time, and prefetching is not
performed. Moreover, if there are multiple clusters that satisfy
the above condition, the system performs the exploring process
and subsequent prefetching before each predicted leaving time.
For example, in Fig. 2, if the user arrives at a WiFi area at
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Fig. 3: Prediction accuracy of leaving time

about 8:45 am, then the predicted leaving times are obtained
as 12:30 pm and 17:00 pm.

IV. EVALUATION

In this section, we report the simulation results on the
performance of the proposed offloading method. We first
examine how accurately our method predicts the time when
a user leaves from a WiFi area. After that, we examine how
much data volume our method can offload as well as the results
of consumed energy.

A. Prediction Accuracy of Leaving Time from WiFi Area

In this simulation, we evaluate the prediction accuracy
of the leaving time from a WiFi area. For this purpose, we
measure the success rate of the prediction of the leaving time.
For successful prediction, it is necessary that there is at least
one cluster found for a given arrival time as described in
Subsection III-F, and that the user actually leaves at a certain
time point after the predicted leaving time. In addition, we
measure the prediction error, i.e., the difference between the
predicted leaving time and the actual leaving time.

1) Simulation Scenario: We simulate a user who enters a
WiFi area at 9:00 am on average and leaves the WiFi area
at 17:00 pm on average. On each day, the arrival time and
the leaving time are slightly varied by adding a random noise
having a normal distribution. Note that the smaller the standard
deviation of the normal distribution is, the more punctual the
user becomes. We set the learning period to 30 days. We
measure the performance of the prediction in three days after
the learning period.

2) Simulation Results: Fig. 3 shows the results obtained
by varying the standard deviation of the normal distribution.
The smaller the standard deviation, the higher the success rate
of prediction. As the standard deviation becomes larger, the
number of clusters and their sizes become larger. For this
reason, in most of the cases, the prediction succeeds. However,
because the probability that the user leaves from the WiFi area
earlier than the predicted time becomes higher, the success rate
decreases slightly. The average prediction error increases with
the increase of the standard deviation. From these results, we
conclude that the leaving time can be predicted accurately, if
the user is punctual (e.g., office workers and students who
commute by public transportation on weekdays).

B. Performance of Offloading

To evaluate the performance of offloading, we measure the
ratio of the offloaded data volume to the total data volume
downloaded at the 3G/4G area. We also measure the consumed
energy by prefetching.

1) Simulation Scenario: Before the simulation, we mea-
sured E*/* and E39 by PowerTutor [7] using SONY XPERIA
acro HD. Based on the result, we set the ratio of Fvif? to FE39
to be 1: 4.5. To simulate the update interval of Web pages
and to generate the size of each Web page, we monitored
four blog sites and measured the average update interval and
the average size of each Web page. We regard the front
pages of the four Web sites as root pages in the simulation.
The visiting probabilities of the root pages and the browsing
probability of each Web page contained in the root pages are
determined randomly by the uniform distribution. We use the
same behavior patterns for arriving and leaving the WiFi area
as in the previous simulation. We set the standard deviation
(described in Subsection IV-A1l) to 60 minutes. We take seven
days as a learning period for V* . In this simulation, we assume
that the user browses a constant number of Web pages each
day. We measure the performance of offloading three days after
the learning period.

We evaluate our method by comparing it with other meth-
ods that prefetch the Top IV pages in terms of the expected
offloading volume every time the user enters a WiFi area.
We call these methods Top-N methods, and measure the
performance of Top-10, Top-50, and Top-100.

2) Simulation Results: Fig. 4 shows the ratio of the of-
floaded data volume to the total data volume that is consumed
(i.e., the sum of the sizes of the Web pages browsed) by
the user at the 3G/4G area. On average, Top-50 and Top-
100 methods achieved 12.4 % and 19.4 % of offloading,
respectively, while the proposed method achieved 10.8 % of
offloading. Our proposed method tries to satisfy the constraint
on energy consumption, thus, the fraction it offloads is smaller
than those of Top-50 and Top-100. However, as mentioned
later, by using Top-50 and Top-100, the energy consump-
tion is dramatically increased compared to a case in which
prefetching is not performed. Moreover, as the number of
browsed pages increases, the offloaded volumes of the Top-
N methods decrease, while the proposed method maintains
the performance at certain level. This is because the Top-IV
methods prefetch only a fixed number of pages, and the ratio
of the offloaded volume becomes smaller when the number
of browsed pages increases. On the other hand, our proposed
method dynamically adapts the offloading volume based on
the user’s demand (i.e., the number of the browsed pages).

Fig. 5 shows the energy consumption ratio. 3G in the figure
is a method that does not prefetch at all, and the Web pages
requested by the user at 3G/4G areas are downloaded using
3G. When the number of browsed pages is 10, the Top-100
method consumes more than twice as much energy as 3G,
and the Top-50 method consumes more than one and a half
times as much energy as 3G. In the top-N methods, when
the difference between the number of browsed pages and the
number of pages prefetched is large, they tend to consume a
large amount of energy. On the other hand, in the proposed
method, because of the dynamic adaptation of the data volume
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to be prefetched, the energy consumed by the proposed method
is approximately 2% less than that of 3G on average.

V. RELATED WORK

Several recent studies have proposed WiFi offloading meth-
ods levaraging delay tolerance [2], [3], [4], [5]. These methods
refrain from immediate communication over 3G/4G, and delay
the communication until a WiFi connectivity is available.
According to [10], the longer the delay is, the more data can
be offloaded. Thus, existing methods are effective for delay
tolerance applications such as email and file transfer. On the
other hand, such communication delay can spoil the usability
of delay sensitive applications such as Web browsing and
streaming contents. Our proposed method , in contrast, predicts
and prefetches Web content over WiFi. Thus, it can offload the
data traffic while improving application response time.

Since the bandwidth of cellular networks is limited com-
pared to that of fixed broadband networks, cellular networks
tend to have a large communication delay. To mitigate the
delay and to improve the application’s responsiveness, several
prefetching methods that use not only WiFi but also 3G/4G
networks have been proposed [11], [12]. On the other hand, our
method aims to improve offloading performance from 3G/4G
to WiFi.

A system to predict the length of stay at WiFi hotspots is
proposed in [13]. The system monitors users’ behavior using
their smartphones, and detects users who are likely to leave
from a WiFi hotspot in a short time period. The system,
however, causes the user terminal to consume energy quickly
by monitoring of the user’s behavior and by transmitting the
sensed data from the terminal to the server. In contrast, our
proposed method only monitors the WiFi connectivity to learn
and to predict the behavior pattern of the user. Thus, in terms
of the monitoring overhead, we believe that our approach has
almost no impact on the battery lifetime.

VI. CONCLUSION

In this paper, we introduce a WiFi offloading method that
predicts the Web pages that will be requested at 3G/4G areas,
and prefetches them while WiFi is available. This method not
only offloads data traffic from 3G to WiFi but also reduces the
delay caused by the downloading of the Web pages. The sim-
ulation results show that our method offloaded approximately
11% of data traffic while satisfying the constraint on the energy
consumption.
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