A VIEW CONTROL INTERFACE FOR 3D TELE-IMMERSIVE ENVIRONMENTS
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ABSTRACT

The 3D tele-immersive (3DTI) environments are emerging as the next generation technique for tele-communication. In this paper, we present a novel and generic interface for view control in 3D environments. The interface uses Wii Remote, a wireless controller for a video game console. It allows the user to manipulate the virtual camera and 3D objects intuitively with buttons and through motions (pitch and roll). We conducted user studies to evaluate the interface with a professional dancer and average audiences. The results demonstrate that the Wii Remote interface is much better suited to use, more effective, and more accurate than the conventional mouse-based interfaces.

1. INTRODUCTION

Due to the rapid cost drop of digital cameras, a multi-view video system has gained increasing research attention. In a multi-view video system, a specific event scene is captured simultaneously from a group of video cameras with different view directions. Such systems involve a wide variety of research topics such as tele-immersion, CSCW (Computer-Supported Cooperative Work) and 3D TV [1]. In particular, multi-party 3D tele-immersive (3DTI) environments [2] are considered as one of the most promising next generation tele-communication environments because of their ability to allow effective collaboration among distant users.

In a multi-party 3DTI environment, each party is a site hosting multiple 3D cameras, which are capable of capturing images including the depth information. Each site produces multiple 3D video streams, where each 3D video stream is captured from one view direction of a 3D camera (see Fig. 1 (a)). 3D video streams are then exchanged and aggregated through the overlay network among sites. At each site, the received 3D video streams are rendered as a set of 3D points in the shared virtual space together with virtual graphics objects (see Fig. 1 (b)). This virtual space promotes geographically distributed participants to do a wide variety of collaborative activities such as artistic performance, remote education/training, and video-conferencing.

Compared with conventional fixed-view video systems, in 3DTI environment, one of the most important features is to allow the user to customize his/her view for the virtual space. For example, in a collaborative dancing within a 3DTI environment [3], dancers may want to change their view angle to check dancing pose from different directions. They also may want to rearrange the positions of rendered 3D videos in the virtual space to specify the dancing formation. In this paper, we focus on the user interface for view control in 3DTI environments.

In 3DTI environments, each user is not only a viewer of a virtual space but also a participant of a collaborative activity. Thus, the user interface for view control should neither hinder user’s activity nor be difficult to use. Since wired devices such as wired mouse severely restrict user’s activity, such a wired device is not appropriate in 3DTI environments. On the other hand, there are wireless user interfaces such as wireless mouse and wireless laser pointer [4]. However, these devices are pointing-based interfaces, and are difficult to operate correctly during activities involving body movement. Moreover, these interfaces are mainly focused on 2D environments, and it is difficult to map 3D operations to these interfaces. There are also hands-free user interfaces using head tracking device [5, 6] and motion capture devices [7, 8]. However, the user needs to wear a special tracking device, and this device is sensitive to tracking error and needs calibration [9].

In this paper, we present a view control interface using Wii Remote [10], which is a wireless controller for a video game console. Since Wii Remote has many buttons (e.g., up, down, left, and right) compared with mouse, we can map view control operations (e.g., changing view angle) to these buttons. This allows the user to control view correctly during activities involving body movement. Our interface also uses accelerometers of the Wii Remote for view control operations. This allows the user to change his/her view more intuitively using hand movement (e.g., rotating the view direction rightward by rotating user’s hand rightward). We design the interface to be generic for the purpose of view control in 3D
environment, it can be applied to not only 3DTI but also other systems such as 3D TV. We conducted user studies to investigate the usability of our interface, and the results show that it greatly outperforms a mouse-based interface in terms of ease of use, effectiveness and accuracy.

The rest of the paper is organized as follows. Section 2 summarizes our 3DTI environment. In Section 3, we first summarize the functions of Wii Remote, and then, we describe how to map these functions to user operations for view control. In Section 4, we show results of user studies. Section 5 concludes the paper.

2. 3D TELE-IMMERSIVE ENVIRONMENT

A multi-party 3DTI environment is constructed with multiple sites, where each site hosting a local 3DTI environment. Fig. 2 illustrates a local 3DTI environment, which consists of (1) multiple 3D camera clusters, (2) a gateway server, (3) a rendering server, and (4) a 2D (or 3D) display. Each 3D camera cluster is constructed by four 2D cameras. Three of them are black and white, and are used to obtain the depth information of pixels using trinocular stereo algorithm [11]. The fourth camera is a color camera, and is used to obtain the RGB color information of pixels. These four cameras are synchronized to take pictures at the same instant. Each 3D camera cluster is mounted to take the same physical scene from different angles to cover a wide field of view for the scene (>120°). Each 3D video stream produced by a 3D camera cluster is forwarded to the gateway server. After the gateway server receives 3D video streams, it forwards the streams to the rendering server and remote gateway servers which are requesting the streams. The rendering server receives 3D video streams from the gateway server, renders them into a 3D graphics scene representing a virtual space using OpenGL commands, and displays the virtual space to the screen of the display connected to the rendering server.

In the virtual space, 3D video streams from different sites are rendered simultaneously. Since all 3D camera clusters of one site are capturing the same physical scene, the streams are semantically correlated, and rendered as one 3D object (called 3D video object) in the virtual space. Each 3D video object can be seen from different angles. We may also render 3D graphics objects (e.g., virtual desk in tele-conferencing application) to support collaborative activity in the virtual space.

3. WII REMOTE INTERFACE DESIGN FOR 3DTI VIEW CONTROL

In general, a collaborative multi-view virtual space has two major elements which the user can control: the virtual camera and 3D objects. The virtual camera captures the content of the virtual space rendered on the screen of the display from one view direction (see Fig. 1(b))

In our 3DTI environment, a Bluetooth USB adapter is plugged into the rendering server of each site, and the current state of Wii Remote is periodically (about 30 ms) obtained.

We use Wii Remote as the user input device. Wii Remote is designed as a one-handed remote controller. Fig. 3 shows the Wii Remote interface and its layout of buttons. The

If the 3D object is controlled by the user, it looks like the user holds the object and rotates it to see it from different view directions. All other 3D objects stay static.
camera in the FPV control method. This view control method is popularly used in FPS (First-Person Shooter) games to walk around a 3D virtual space. On the other hand, the TCV control method has the following operations: moving close/away to/from the target object, and rotation around the target object. Fig. 5 illustrates a situation where the user first apply the moving close to the target object operation, and then apply the rotation around the target object operation to the virtual camera in the TCV control method. This view control method is often used in the movie *The Matrix*.

For each view control method, we can intuitively map operations for the virtual camera to the arrow button. Table 1 shows an example of the mapping for the FPV control method. In addition, in the TCV control method, the user needs to select the target object. For this purpose, our interface uses the \([\rightarrow/\leftarrow/\uparrow/\downarrow]\) button to change the currently selected target object to the next/previous object.

We can also map pitch and roll motions to the corresponding operations of view control methods. An example of the mapping for the TCV control method is shown in Table 1. Since a user moves his/her hand not only for view control but also for collaborative activity, the user needs to explicitly specify whether he/she is moving hand for view control or not. For this purpose, we make the user to hold the \([B]\) button during view control using motions.

**Object Mode:** For 3D objects, our interface supports the following two operations: *move* and *rotate*. In the *move* operation, a target object is moved forward/backward along the direction of the virtual camera, and moved leftward/rightward along the orthogonal direction to that of the virtual camera. In the *rotate* operation, a target object is rotated around the axis vertical on the ground of the virtual space. These operations can be mapped to buttons and motions as shown in Table 1. In the camera and object modes, the same buttons and motions are used for some of the operations. For example, the \([\uparrow]\) button is used for camera movement and object movement operations. Thus, the user needs to switch between these two modes. For this purpose, the \([A]\) button is used.

**Aerial View:** In a virtual space, users generally collaborate with each other using the side view (view from the horizontal direction to the ground) since this view is similar to the one used in our daily life. However, in the side view, it is difficult to arrange multiple 3D objects in the virtual space correctly, because the user can not grasp the spacial relationship between 3D objects well. To overcome the problem, our interface has the aerial view (view from above of the virtual space). We can switch between the side view and aerial view with the \([\uparrow]\) (to the side view) \([\downarrow]\) (to the aerial view) button. In the aerial view, the user can select the target object with the \([\uparrow/\downarrow/\leftarrow/\rightarrow]\) button, and move around the target objects with the arrow button. Also, users can zoom in/out the virtual space through pitch motion.

4. EXPERIMENT

To evaluate our interface, we have conducted two user studies. The purpose of the user studies is to understand the usability of our interface for 3DTI in comparison with the wired and wireless mouse device. In our experimental setup, mouse has the capability similar to Wii Remote for view control. The camera mode and the object mode can be switched by clicking a checkbox on the screen. The virtual camera and 3D objects can be rotated and moved by dragging them on the screen with the mouse.

**Users and Tasks:** In the first user study, we have invited a professional dancer and asked her to perform the following tasks. **Task1 (Co-located teaching of a dancing pose):** The dancer and a student are immersed together in the joint virtual space. The dancer visually shows the dancing pose to the student. The student follows/repeats the visual instructions of the dancer. The dancer checks the student’s pose from different view directions. **Task2 (Remote teaching):** A student is alone immersed in the virtual space. The dancer is not in the virtual space, but she is watching the student through a remote display. The dancer verbally describes movement gestures to the student. The student follows the verbal instructions. The dancer checks the student’s pose from different view directions. **Task3 (Improvisation dance):** The dancer in the virtual space explores and plays with body movement ideas. We note

| Table 1. Mapping between buttons/motions and operations |
|-------------------------------|-------------------|
| Camera Mode                  | Object Mode       |
| \([\uparrow/\downarrow]\)    | \([\downarrow/\uparrow]\) |
| \([\leftarrow/\rightarrow]\) | \([\rightarrow/\leftarrow]\) |
| \([\uparrow]\)               | \([\downarrow]\)  |
| \([\leftarrow]\)             | \([\rightarrow]\) |
| \([\uparrow/\downarrow]\)    | \([\downarrow/\uparrow]\) |
| \([\leftarrow/\rightarrow]\) | \([\rightarrow/\leftarrow]\) |
| \([\uparrow]\)               | \([\downarrow]\)  |
| \([\leftarrow]\)             | \([\rightarrow]\) |

3In the first user study, we used a wired mouse. In the second user study, we used a wireless mouse.
that the dancer is familiar with using mouse 4. In the second user study, five graduate students and one postdoctoral researcher participated in the experiment. We asked each participant to do the task, Learning Tai Chi: a 3D multi-view recorded video of a person doing Tai Chi is played in the virtual space. Each participant learns Tai Chi by watching the 3D video from different view directions using our Wii Remote interface and the mouse interface 5.

**Apparatus:** In the first user study, we used Point Grey Dragonfly cameras as a 3D camera cluster, a Dell Precision 470 (equipped with an Intel Xeon 3GHz and NVidia Quadro NVS 280 PCI-E) as the rendering and gateway server, and a 61-in. NEC plasma display. In the second user study, we used a Dell Precision 470 as the rendering server and a 19-in Dell LCD display.

**Ranking Questions:** In the first user study, we asked the dancer the following ranking questions (1: low rating, 5: high rating) at the end of each task. *Ease of use:* Does the interface make it easier for the user to control objects and the virtual camera? *Efficiency:* How quickly can user control objects and the virtual camera? *Effectiveness:* How effectively can user control objects and the virtual camera? *Overall accuracy of the task:* How accurate was the information delivery for each task? *Creativity:* How does the interface support creativity in body movement?

In the second user study, we asked each participant to answer the ranking questions about ease of use, efficiency, and effectiveness described above.

**Results:** Table 2 shows results of the ranking questions in the first user study. From Table 2, we can see that our interface is ranked much higher than mouse for almost all questions. Specifically, creativity of our interface is ranked significantly higher than that of a mouse. The dancer commented that our interface establishes direct connection between view control functionality and body movement. This encourages the user to manipulate the 3D objects and the virtual camera more naturally when doing a particular task. Also, more interestingly, the dancer commented that our interface is useful for choreography design, because it creates another dimension/element (i.e., view angle) in the design process. The dancer also mentioned that the color of Wii Remote affects the visibility in the virtual space. In the experiment, we used Wii Remote with white color, and it is clearly noticeable compared to darker one. So, we can use black one to make Wii Remote invisible in the virtual space.

### Table 2. Results of the first user study

<table>
<thead>
<tr>
<th>Task</th>
<th>Task1 (Mouse/Wii)</th>
<th>Task2 (Mouse/Wii)</th>
<th>Task3 (Mouse/Wii)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use</td>
<td>3.7/5</td>
<td>4.5/5</td>
<td>3.7/5</td>
</tr>
<tr>
<td>Efficiency</td>
<td>4.5/5</td>
<td>4.5/5</td>
<td>3.7/5</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>3.5/5</td>
<td>2.7/5</td>
<td>3.7/4</td>
</tr>
<tr>
<td>Accuracy</td>
<td>4.1/4</td>
<td>2.7/4</td>
<td>N/A</td>
</tr>
<tr>
<td>Creativity</td>
<td>N/A</td>
<td>N/A</td>
<td>1.7/5</td>
</tr>
</tbody>
</table>

In the second user study, average rank for each question was as follows: *Ease of use* (Mouse/Wii) = 3.0 / 4.0; *Efficiency* (Mouse/Wii) = 3.3 / 4.8; *Effectiveness* (Mouse/Wii) = 3.2 / 4.3. The results show that our interface is ranked much higher than the mouse interface for all questions. From these results we conclude that our interface provides better usability for view control in 3DTI than the mouse interface.

5. **CONCLUSION**

We presented a view control interface for 3DTI environments using Wii Remote. Our interface allows the user to control view intuitively with buttons and through motions. To evaluate our interface, we conducted user studies and compared our interface with mouse. Experimental results show that our interface is preferred by most of the participants, because it is much easier and more natural to use.
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4. When using the mouse interface, the dancer determines the viewing angle of the virtual space prior to the dance, and during the dance, she moves freely without any mouse-based view control.

5. We will not evaluate the learning effectiveness of participants using Wii Remote, just the ease of use and effectiveness in getting information to the participants.